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Abstract. In this paper, we mainly focus on the existence of the viscosity

solutions of {
H1(x,Du1(x), u1(x), u2(x)) = 0,

H2(x,Du2(x), u2(x), u1(x)) = 0.

The standard assumption for the above system is called the monotonicity con-

dition, which requires that Hi is increasing in ui and decreasing in uj for each

i, j ∈ {1, 2} and i 6= j. In this paper, it is assumed that Hi is either increasing
or decreasing in ui, and may be non-monotone in uj . The existence of viscosity

solutions is proved when

χ := sup
u,v,w∈R

∣∣∣∣ ∂u2H1(x, 0, 0, u)

∂u1H1(x, 0, v, w)

∣∣∣∣ · sup
u,v,w∈R

∣∣∣∣ ∂u1H2(x, 0, 0, u)

∂u2H2(x, 0, v, w)

∣∣∣∣ < 1.

Then we consider{
h1(x,Du1(x)) + Λ1(x)(u1(x)− u2(x)) = c,

h2(x,Du2(x)) + Λ2(x)(u2(x)− u1(x)) = α(c).

It turns out that for each c ∈ R, there is a unique constant α(c) ∈ R such
that the above system has viscosity solutions. The function c 7→ α(c) is non-

increasing and Lipschitz continuous. In the appendix, the large time conver-
gence of the viscosity solution of evolutionary weakly coupled systems is proved

when χ < 1.

1. Introduction and main results. The present paper focuses on weakly cou-
pled systems of Hamilton-Jacobi equations. In this paper, we assume that M is a
connected, closed (compact without boundary) and smooth Riemannian manifold.
We denote by T ∗M the cotangent bundle over M , and denote by | · |x the norms
induced by the Riemannian metric g on both tangent and cotangent spaces of M .
We also denote by D the spatial gradient with respect to x ∈ M , and denote by
C(M) (resp. C(M,R2)) the space of R-valued (resp. R2-valued) continuous func-
tions on M . For i ∈ {1, 2}, let Hi : T ∗M × R2 → R be a continuous function. We
will deal with the viscosity solutions of

Hi(x,Dui(x), ui(x), uj(x)) = 0, x ∈M, i, j ∈ {1, 2}, i 6= j (1.1)

in this paper and thus we mean by “solutions” viscosity solutions. The unknown
function in (1.1) is (u1, u2) ∈ C(M,R2). The system is weakly coupled in the sense
that every ith equation depends only on Dui, but not on Duj for j 6= i. Studies
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on the system (1.1) and other related ones are motivated by searching for optimal
strategy of classical or random switching problems, see [13, 29] and the references
therein.

Definition 1.1. (Viscosity solution). An upper semi-continuous (u.s.c. in short)
(resp. lower semi-continuous (l.s.c. in short)) function (u1, u2) : M → R2 is called a
viscosity subsolution (resp. supersolution) of (1.1), if for each i, j ∈ {1, 2}, i 6= j and
test function φ of class C1, when ui−φ attains its local maximum (resp. minimum)
at x, then

Hi(x,Dφ(x), ui(x), uj(x)) ≤ 0, (resp. Hi(x,Dφ(x), ui(x), uj(x)) ≥ 0).

A function (u1, u2) : M → R2 is called a viscosity solution of (1.1) if its u.s.c. and
l.s.c. envelopes are respectively a viscosity subsolution and a viscosity supersolution.
In this paper, we only consider continuous viscosity solutions.

The standard assumption for (1.1) is the classical monotonicity condition:

� for any (x, p) ∈ T ∗M and (u1, u2), (v1, v2) ∈ R2, if uk − vk = max1≤i≤2(ui −
vi) ≥ 0, then Hk(x, p, u1, u2) ≥ Hk(x, p, v1, v2).

This condition implies that

Hi(x, p, ui, uj) is increasing in ui and nonincreasing in uj for each i, j ∈ {1, 2}, i 6= j.
(1.2)

When the coupling is linear, that is, when Hi has the form

Hi(x, p, u1, u2) = hi(x, p) +

2∑
j=1

λij(x)uj , (1.3)

the classical monotonicity condition (�) holds if and only if

λij(x) ≤ 0 if i 6= j and

2∑
j=1

λij(x) ≥ 0 for all i ∈ {1, 2}. (1.4)

If the coupling matrix (λij(x)) is irreducible, by (1.4) we have

λ11(x) > 0, λ22(x) > 0, λ12(x) < 0, λ21(x) < 0, (1.5)

and

λ11(x) + λ12(x) ≥ 0, λ22(x) + λ21(x) ≥ 0. (1.6)

In the present paper, an existence result of solutions of (1.1) will be provided, where
(1.2) may not hold. From a theoretical point of view, this result can describe a more
general form of coupling. From the perspective of game theory, this can characterize
influence between players. The value function ui(x) of the ith player can depend
either increasingly or decreasingly on the value function uj(x) of the jth player.
The existence of solutions of (1.1) can be interpreted as the existence of equilibrium
points.

About the weakly coupled systems, there are several topics of concern:

• The stationary weakly coupled systems. For the existence theorems and the
comparison results, one can refer to [2, 11, 20], and [1, 16] for the second order
case. An algorithm was constructed in [26] which allows obtaining a solution
as the limit of a monotonic sequence of subsolutions. For the weak KAM
theory, one can refer to [8]. For the vanishing discount problem, one can refer
to [10, 17].
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• The evolutionary weakly coupled systems. The representation formula is pro-
vided in the deterministic setting by [19] and in the random setting by [9].
One can refer to [30] for the representation in view of the twisted Lax-Oleinik
formula. For the large time behavior, one can refer to [3, 5, 21, 23]. For the
homogenization theory, one can refer to [4, 22].

All the previous works mentioned above require the classical monotonicity condition
(�) except [19]. Particularly, most works focus on the linear coupling case with k
coupled Hamilton-Jacobi equations (k ≥ 2), that is,

hi(x,Dui(x)) +

k∑
j=1

λij(x)uj(x) = 0, x ∈M, i ∈ {1, . . . , k}, (1.7)

where for each i, j ∈ {1, . . . , k}, i 6= j, we have

λii(x) > 0, λij(x) ≤ 0,

k∑
l=1

λil(x) = 0. (1.8)

For the case k = 2 considered in the present paper, (1.7) becomes

hi(x,Dui(x)) +

2∑
j=1

λij(x)uj(x) = 0, x ∈M, i ∈ {1, 2}. (1.9)

When (1.8) holds, (1.9) becomes

hi(x,Dui(x)) + Λi(x)(ui(x)− uj(x)) = c, x ∈M, i, j ∈ {1, 2}, i 6= j. (1.10)

In general, (1.10) does not have solutions if c = 0. It was proved in [8, Theorem
2.12] that there is a unique constant c ∈ R such that (1.10) has solutions. This
result is quite similar to the weak KAM theorem for single equations, cf. [12]. Since
(1.10) is a system, it is natural to consider the situation

hi(x,Dui(x)) + Λi(x)(ui(x)− uj(x)) = ci,

where c1 6= c2. This situation has been considered in [2, Theorem 1.3] when Λ1(x)
and Λ2(x) are constants. A generalized form of this result will be given in this
paper.

1.1. Nonlinear coupling. The main assumptions of the Hamiltonians Hi : T ∗M×
R2 → R with i, j ∈ {1, 2} and i 6= j are given below.

(H1) Hi(x, p, ui, uj) is continuous.
(H2) Hi(x, p, ui, uj) is superlinear in p, i.e. there exists a function θ : R → R

satisfying

lim
r→+∞

θ(r)

r
= +∞, and Hi(x, p, 0, 0) ≥ θ(|p|x) for every (x, p) ∈ T ∗M.

(H3) Hi(x, p, ui, uj) is convex in p.
(H4) Hi(x, p, ui, uj) is uniformly Lipschitz continuous in ui and uj , i.e., there is

Θ > 0 such that

|Hi(x, p, ui, uj)−Hi(x, p, vi, vj)| ≤ Θ max{|ui − vi|, |uj − vj |}.

(H5) Hi(x, p, ui, uj) is strictly increasing in ui, there exists λii > 0 such that for
all (x, p, v) ∈ T ∗M × R we have

Hi(x, p, ui, v)−Hi(x, p, vi, v) ≥ λii(ui − vi), ∀ui ≥ vi.

Here “that” is replaced by “the weak KAM theorem” to make the statement more accurate.
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(H6) Hi(x, p, ui, uj) is strictly decreasing in ui, there exists λii > 0 such that for
all (x, p, v) ∈ T ∗M × R we have

Hi(x, p, ui, v)−Hi(x, p, vi, v) ≤ −λii(ui − vi), ∀ui ≥ vi.
(H7) there are two constants b12 > 0 and b21 > 0 such that for all i, j ∈ {1, 2},

i 6= j, for all (x, v) ∈M × R and for all ui 6= vi, uj 6= vj ,∣∣∣∣Hi(x, 0, 0, uj)−Hi(x, 0, 0, vj)

uj − vj
· ui − vi
Hi(x, 0, ui, v)−Hi(x, 0, vi, v)

∣∣∣∣ ≤ bij .
In the proof of Theorem 1.3, as an intermediate step, we will replace (H2) by

(H8) Hi(x, p, ui, uj) is coercive in p, i.e. lim|p|x→+∞(infx∈M Hi(x, p, 0, 0)) = +∞.

Remark 1.2. Let Hi(x, p, ui, uj) satisfy either (H5) or (H6). If there is a constant
λij > 0 such that

|Hi(x, 0, 0, uj)−Hi(x, 0, 0, vj)| ≤ λij |uj − vj |, ∀x ∈M, ∀uj , vj ∈ R,
then (H7) holds if we take bij = λij/λii. When the Hamiltonian Hi is smooth, the
condition (H7) can be guaranteed by∣∣∣∣ ∂ujHi(x, 0, 0, u)

∂ui
Hi(x, 0, v, w)

∣∣∣∣ ≤ bij , ∀x ∈M, ∀u, v, w ∈ R, ∀i, j ∈ {1, 2}, i 6= j.

For the linear coupling case (1.3) with a continuous coupling matrix satisfying
λ11(x) 6= 0 and λ22(x) 6= 0, (H7) automatically holds, and the constants bij in
(H7) are given by

bij = max
x∈M

∣∣∣∣λij(x)

λii(x)

∣∣∣∣ .
Now we define an important constant

χ := b12b21.

When χ is small, the coupling is thought to be weak.
Throughout this paper, we call (I) the conditions (H1)(H2)(H4)(H5)(H7), and

(D) the conditions (H1)(H2)(H3)(H4)(H6)(H7). It is worth mentioning that, when
Hi(x, p, ui, uj) is increasing in ui, the convexity assumption (H3) is not needed, see
Remark 1.7 below.

Theorem 1.3. The system (1.1) has viscosity solutions if each Hi(x, p, ui, uj) sat-
isfies either the condition (I) or the condition (D), and χ < 1.

Remark 1.4. To see what is new in the above theorem, let us consider the linear
coupling case (1.9). To apply Perron’s method [16, Theorem 3.3], (1.6) is not
enough, we need (1.5) and

λ11(x) + λ12(x) > 0, λ22(x) + λ21(x) > 0. (1.11)

Then one can take C > 0 large enough such that (C,C) (resp. (−C,−C)) is a
supersolution (resp. subsolution) of (1.9). Comparing to (1.5), Theorem 1.3 can
handle the following cases

Case 1. λ11(x) > 0, λ22(x) > 0, Case 2. λ11(x) > 0, λ22(x) < 0,

Case 3. λ11(x) < 0, λ22(x) > 0, Case 4. λ11(x) < 0, λ22(x) < 0,

and λ12(x), λ21(x) are allowed to change signs. Let (1.5) hold. It is obvious that
(1.6) implies χ ≤ 1, and (1.11) implies χ < 1. In Proposition 2.6 below, it will
be shown that Theorem 1.3 has nothing new compared to (1.11) when (1.5) holds.
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Although χ < 1 and (1.11) are essentially equivalent, the condition χ < 1 can
include more situations than (1.11), see (3.1) below as an example, where λ11(x) +
λ12(x) = 0 and λ22(x)+λ21(x) > 0. Here is another simple example that cannot be
included in (1.11): λ11 = 1, λ12 = −2, λ22 = 4 and λ21 = −1. Here λ11 + λ12 < 0
and χ < 1. Let Λ(x) = (λij(x))i,j∈{1,2} be the coupling matrix. When Λ(x) is a
constant matrix, and (1.5) holds, the condition χ < 1 is equivalent to

det Λ = λ11λ22 − λ12λ21 > 0,

which is a better condition depending on the whole weakly coupled system compared
to (1.11). When (1.5) fails, the existence result in Theorem 1.3 is new.

Remark 1.5. By Lemma 2.7, the solution of (1.9) is unique when χ < 1 and (1.5)
hold. When (1.5) fails, the uniqueness may not hold. Here is an example{

|Du1|2 + 2u1 − u2 = 0,

|Du2|2 − 4u2 − u1 = 0,

where x belongs to the unit circle S1 ' [−1, 1). Then χ = 1/8 < 1. The first
equation is increasing in u1, while the second equation is decreasing in u2. Let f(x)
be the restriction of x2 on [−1, 1). There are two solutions of the above system:

u
(1)
1 = u

(1)
2 = 0, and

u
(2)
1 =

1

8
(
√

13− 1)f(x), u
(2)
2 =

1

8
(
√

13 + 5)f(x).

Remark 1.6. The condition (H2) can be relaxed to (H8) when Hi satisfies (H5)
for all i ∈ {1, 2}. See Proposition 2.2 in Section 2.1. If there is i ∈ {1, 2} such that
Hi satisfies (H6) and (H8), χ < 1 must be replaced by a more complicated one, see
Propositions 2.8 and 2.12 below.

Remark 1.7. Consider the single Hamilton-Jacobi equation

H(x,Du(x), u(x)) = 0, x ∈M. (1.12)

(a) H(x, p, u)−H(x, p, v) ≥ δ(u− v) for all u > v and for some δ > 0.
(b) H(x, p, u)−H(x, p, v) ≤ −δ(u− v) for all u > v and for some δ > 0.

For Case (a), the existence of (the unique) solution of (1.12) is given by Perron’s
method. This is why (H3) is not needed when Hi is increasing in ui. For Case (b),
the existence of solutions of (1.12) is given by Proposition A.4. The proof relies on
the solution semigroup, so the convexity of H in p is needed. This explains why we
need (H3) when Hi is decreasing in ui. Different from Proposition A.4, we need the
Hamiltonian to be superlinear in p to get the existence of solutions of (1.1) when
there is i ∈ {1, 2} such that (H6) holds.

1.2. Linear coupling with monotonicity. For i, j ∈ {1, 2}, we assume that
hi : T ∗M → R and λij(x) in (1.9) are continuous. Assume

(h1) hi(x, p) is coercive in p, i.e. lim|p|x→+∞(infx∈M hi(x, p)) = +∞.

Consider the following Cauchy problem
∂tui(x, t) + hi(x,Dui(x, t)) +

2∑
j=1

λij(x)uj(x, t) = 0, i ∈ {1, 2},

ui(x, 0) = ϕi(x) ∈ C(M).

(1.13)

Here the solution is actually unique.
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Theorem 1.8. Assume (h1)(1.5). When χ < 1, the solution (v1, v2) of (1.9)
exists and is unique, and the unique solution (u1(x, t), u2(x, t)) of (1.13) uniformly
converges to (v1, v2) as t→ +∞ for each continuous initial function (ϕ1, ϕ2).

Remark 1.9. The proof of Theorem 1.8 is a standard PDE argument, and is based
on the comparison principle, we provide it in Appendix B. When the coupling matrix
Λ(x) = (λij(x))i,j∈{1,2} is independent of x ∈ M , Theorem 1.8 implies the large
time convergence when (h1)(1.5) and

det Λ > 0

hold. The large time behavior of solutions corresponding to (1.10) has been con-
sidered in [3, 5, 21, 23], where χ = 1. Consider the solution u(x, t) of the single
Hamilton-Jacobi equation{

∂tu(x, t) +H(x,Du(x, t), u(x, t)) = 0, (x, t) ∈M × (0,+∞).

u(x, 0) = ϕ(x), x ∈M.
(1.14)

When H(x, p, u) is strictly increasing in u, then the solution v(x) of (1.12) is unique
by [7, Theorem 3.2]. By [27], u(x, t) uniformly converges to v(x) as t→ +∞ for all
initial function ϕ. Theorem 1.8 generalizes these results to weakly coupled systems.

Now we assume

(h2) hi(x, p) is locally Lipschitz continuous.
(h3) hi(x, p) is strictly convex in p.

Assumptions (h2) and (h3) guarantee the semiconcavity of viscosity solutions. In
the following, we assume that Λ1(x) and Λ2(x) are two positive functions on M ,
and are Lipschitz continuous.

The following result generalizes [8, Theorem 2.12] for weakly coupled systems
with two Hamilton-Jacobi equations. It also generalizes [2, Theorem 1.3] in the
case where Λi(x) depends on x. In this case, χ = 1.

Theorem 1.10. Assume (h1)(h2)(h3). For each c ∈ R, there is a unique constant
α(c) ∈ R such that{

h1(x,Du1(x)) + Λ1(x)(u1(x)− u2(x)) = c,

h2(x,Du2(x)) + Λ2(x)(u2(x)− u1(x)) = α(c).
(1.15)

admits viscosity solutions. The function c 7→ α(c) is nonincreasing with the Lips-
chitz constant maxx∈M Λ2(x)/minx∈M Λ1(x).

The following result has been given by [2, Theorem 1.3]. We will prove it in
Section 3 as a corollary of Theorem 1.10.

Corollary 1.11. If Λ1(x) and Λ2(x) are constant functions, then α(c) = α(0) −
(Λ2/Λ1)c.

By the continuity, there is a unique constant c0 ∈ R such that α(c0) = c0. We
have the following result, which is covered by [8, Theorem 2.12].

Corollary 1.12. There is a unique constant c0 ∈ R such that

hi(x,Dui(x)) + Λi(x)(ui(x)− uj(x)) = c0, x ∈M, i, j ∈ {1, 2}, i 6= j

admits viscosity solutions.

“For each c ∈ R” is added to make the statement clearer.
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1.3. Examples without monotonicity. If the assumption (1.5) does not hold,
the existence of solutions of (1.9) with χ = 1 and the large time behavior of solutions
of (1.13) with χ < 1 remain unsolvable. In this section, several examples are
provided showing the complexity of the non-monotone cases.

Example 1.13. Consider{
h(x,Du1(x)) + u1(x) + u2(x) = c1,

h(x,Du2(x)) + u2(x)− u1(x) = c2.
(1.16)

Then χ = 1 and (1.5) fails. Let u0 be the unique solution of h(x,Du) + 2u = 0.
Then for each (c1, c2) ∈ R2, the pair (u0 + c1−c2

2 , u0 + c1+c2
2 ) is a solution of (1.16).

Therefore, one cannot expect the uniqueness of c2 for given c1 as in Theorem 1.10
when χ = 1 and (1.5) fails.

Example 1.14. For single Hamilton-Jacobi equations, when H(x, p, u) is strictly
decreasing in u, the large time behavior of solutions can be complicated, see [28].
Here we give an example of time periodic solutions of weakly coupled systems where
χ < 1 and (1.2) does not hold. Let S1 be the unit circle, and (x, t) ∈ S1 × (0,+∞).
Let k > 0, consider {

∂tu1 +H(x,Du1, 2u1 − u2/k) = 0,

∂tu2 + kH(x,Du2/k, 2u2/k − u1) = 0.
(1.17)

where H(x, p, u) satisfies the assumptions in [28], then there are two constants Θ
and δ such that −Θ ≤ ∂H/∂u ≤ −δ < 0. We have

λ11 = 2δ, λ12 = Θ/k, λ22 = 2δ/k, λ21 = Θ, χ =
λ12λ21

λ11λ22
=

Θ2

4δ2
.

We take δ ≤ Θ < 2δ, then χ < 1. According to [28], there are infinitely many time
periodic viscosity solutions of

∂tu(x, t) +H(x,Du(x, t), u(x, t)) = 0, (x, t) ∈M × (0,+∞). (1.18)

Let ϕ(x, t) be a non-trivial time periodic solution of (1.18), then (u1, u2) = (ϕ, kϕ)
is a non-trivial time periodic solution of (1.17). Therefore, one cannot expect the
large time convergence as in Theorem 1.8 when χ < 1 and (1.2) fails.

Example 1.15. When χ ∈ (1,+∞], the large time behavior can be even more
complicated. Let S1 be the unit circle, and (x, t) ∈ S1 × (0,+∞). Consider{

∂tu1 + |Du1|2 + u2
1 − u2 − 1 = 0,

∂tu2 + |Du2|2 + u2
2 + u1 − 1 = 0.

For the system above, |∂ujHi/∂uiHi| = 1/|2ui| → +∞ as ui → 0. The above
system has the following time-periodic solution{

u1 = sin(x+ t),

u2 = cos(x+ t).

The two components of the non-trivial time periodic solution given in Example
1.14 are essentially the same. In this example, the two components of the solution
are essentially different. In addition, the author believes that the time periodic
solutions of the weakly coupled Hamilton-Jacobi systems can describe the dynamic
equilibrium of differential games with multiple types of players. For related topics,
see for example [25].
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This paper is organized as follows. Theorem 1.3 is proved in Section 2. Theorem
1.8 is proved in Appendix B. Theorem 1.10 and Corollary 1.11 are proved in Section
3. Appendix A provides some facts about viscosity solutions of single Hamilton-
Jacobi equations depending Lipschitz continuously on the unknown function. These
results are useful in the proof of Theorem 1.3.

2. Proof of Theorem 1.3. In this section, we divide the proof of Theorem 1.3
into three different cases. We first relax the superlinearity condition (H2) to the
coercivity condition (H8). Then we complete the proof of theorem 1.3 under (H2).
In the following, we call (I’) the conditions (H1)(H4)(H5)(H7)(H8), and (D’) the
conditions (H1)(H3)(H4)(H6)(H7)(H8). Since either (H5) or (H6) is assumed to be
hold, the classical monotonicity condition (�) can be thought to be replaced by a
distinct type of monotonicity.

The strategy of the proof is as follows.

• Considering the single equation H1(x,Du, u, 0) = 0, we can obtain a solution
u0

1.
• Considering the single equation H2(x,Du, u, u0

1(x)) = 0, we can obtain a
solution u1

2.
• Considering the single equation H1(x,Du, u, u1

2(x)) = 0, we can obtain a
solution u1

1.

Let this process continue. We get the following iteration procedure for n = 0, 1, 2, . . .{
H1(x,Dun1 (x), un1 (x), un2 (x)) = 0,

H2(x,Dun+1
2 (x), un+1

2 (x), un1 (x)) = 0,

where u0
2 ≡ 0. We are going to prove that there is a subsequence of (un1 , u

n
2 )

converges uniformly to a pair (u, v). By the stability of viscosity solutions [12,
Theorem 8.1.1], the limit (u, v) is a solution of (1.1).

Assume that Hi : T ∗M ×R2 → R satisfies (H1)(H3)(H4)(H8) for each i ∈ {1, 2}.
The Lagrangian associated to Hi(x, p, ui, uj) is defined by

Li(x, ẋ, ui, uj) := sup
p∈T∗

xM
{〈ẋ, p〉x −Hi(x, p, ui, uj)}, (2.1)

where 〈·, ·〉x represents the canonical pairing between the tangent space and cotan-
gent space. Similar to [15, Proposition 2.1], one can prove the local boundedness of
Li(x, ẋ, 0, 0):

Lemma 2.1. There exist constants δ > 0 and C > 0 independent of i such that for
each i ∈ {1, 2}, the corresponding Lagrangian Li(x, ẋ, 0, 0) satisfies

Li(x, ẋ, 0, 0) ≤ C, ∀(x, ẋ) ∈M × B̄(0, δ).

Here B̄(0, δ) the closed ball given by the norm | · |x centered at 0 with radius δ.
Define µ := diam(M)/δ, where diam(M) is the diameter of M .

Let Θ, C, µ and bij be the constants defined in the basic assumptions (H4)(H7)
and Lemma 2.1. In this section, we define

Hi := ‖Hi(x, 0, 0, 0)‖∞, A := ΘµeΘµ, B := CµeΘµ, b̄ij := (1 +A)bij +A.

and

κ := b12b21, κ̄ := b̄12b̄21, κ̃ := b12b̄21.
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2.1. Increasing-increasing case. In this section, we will prove

Proposition 2.2. The system (1.1) admits viscosity solutions if Hi(x, p, ui, uj)
satisfies (I’) for each i ∈ {1, 2}, and b12b21 < 1.

Lemma 2.3. For each i ∈ {1, 2} and v(x) ∈ C(M), there is a unique viscosity
solution u(x) of

Hi(x,Du, u, v(x)) = 0. (2.2)

Moreover, we have ‖u(x)‖∞ ≤ 1
λii

Hi + bij‖v‖∞.

Proof. By (H7) we have

|Hi(x, 0, 0, v(x))−Hi(x, 0, 0, 0)| · bij‖v‖∞
≤ bij

(
Hi(x, 0, bij‖v‖∞, v(x))−Hi(x, 0, 0, v(x))

)
|v(x)|

≤
(
Hi(x, 0, bij‖v‖∞, v(x))−Hi(x, 0, 0, v(x))

)
·bij‖v‖∞, ∀x ∈M.

Therefore, we have

|Hi(x, 0, 0, v(x))−Hi(x, 0, 0, 0)| ≤ Hi(x, 0, bij‖v‖∞, v(x))−Hi(x, 0, 0, v(x)). (2.3)

Similarly, we have

|Hi(x, 0, 0, v(x))−Hi(x, 0, 0, 0)| ≤ Hi(x, 0, 0, v(x))−Hi(x, 0,−bij‖v‖∞, v(x)). (2.4)

By (H5) and (2.3) we have

Hi(x, 0,
1

λii
Hi + bij‖v‖∞, v(x))−Hi(x, 0, bij‖v‖∞, v(x))

+Hi(x, 0, bij‖v‖∞, v(x))−Hi(x, 0, 0, v(x))+Hi(x, 0, 0, v(x))−Hi(x, 0, 0, 0)≥Hi.

By (H5) and (2.4) we have

Hi(x, 0, 0, 0)−Hi(x, 0, 0, v(x)) +Hi(x, 0, 0, v(x))−Hi(x, 0,−bij‖v‖∞, v)

+Hi(x, 0,−bij‖v‖∞, v)−Hi(x, 0,−
1

λii
Hi − bij‖v‖∞, v(x)) ≥ Hi.

Thus for every x ∈M , we have

Hi(x, 0,
1

λii
Hi + bij‖v‖∞, v(x)) ≥ 0,

and

Hi(x, 0,−
1

λii
Hi − bij‖v‖∞, v(x)) ≤ 0,

which implies that 1
λii

Hi + bij‖v‖∞ (resp. − 1
λii

Hi − bij‖v‖∞) is a supersolution

(resp. subsolution) of (2.2). Therefore, the viscosity solution u(x) of (2.2) exists
by Perron’s method, see [14]. The continuity of u(x), the uniqueness of u(x) and
‖u(x)‖∞ ≤ 1

λii
Hi + bij‖v‖∞ are given by the comparison principle.

Lemma 2.4. For n = 1, 2, . . . , we have

‖un1‖∞ ≤
H1

λ11

n∑
l=0

κl + b12
H2

λ22

n−1∑
l=0

κl,

and

‖un+1
2 ‖∞ ≤

H2

λ22

n∑
l=0

κl + b21
H1

λ11

n∑
l=0

κl.
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Proof. We prove by induction. We first prove the Lemma when n = 1. By Lemma
2.3, we have

‖u0
1(x)‖∞ ≤

H1

λ11
,

‖u1
2(x)‖∞ ≤

H2

λ22
+ b21‖u0

1(x)‖∞ ≤
H2

λ22
+ b21

H1

λ11
,

‖u1
1(x)‖∞ ≤

H1

λ11
+ b12‖u1

2(x)‖∞ ≤
H1

λ11
(1 + κ) + b12

H2

λ22
,

‖u2
2(x)‖∞ ≤

H2

λ22
+ b21‖u1

1(x)‖∞ ≤
H2

λ22
(1 + κ) + b21

H1

λ11
(1 + κ).

Assume that the assertion holds true for n = k − 1. We prove the Lemma when
n = k. By Lemma 2.3, we have

‖uk1(x)‖∞ ≤
H1

λ11
+ b12‖uk2(x)‖∞

≤ H1

λ11
(1 + b12b21

k−1∑
l=0

κl) + b12
H2

λ22

k−1∑
l=0

κl

=
H1

λ11

k∑
l=0

κl + b12
H2

λ22

k−1∑
l=0

κl,

and

‖uk+1
2 (x)‖∞ ≤

H2

λ22
+ b21‖uk1(x)‖∞

≤ H2

λ22
(1 + b21b12

k−1∑
l=0

κl) + b21
H1

λ11

k∑
l=0

κl

=
H2

λ22

k∑
l=0

κl + b21
H1

λ11

k∑
l=0

κl.

The proof is now completed.

Lemma 2.5. Let h : T ∗M → R satisfy (h1). Given c ∈ R. Then all u.s.c. viscosity
subsolutions of

h(x,Du) = c, x ∈M. (2.5)

are equi-Lipschitz continuous.

Proof. Since the discussion is local, we assume that M is an open bounded subset
of Rn. Let w be an u.s.c. subsolution of (2.5). By definition, for test function φ of
class C1, when w−φ attains its local maximum at x, we have h(x,Dφ(x)) ≤ c. By
(h1), there is κ > 0 independent of x such that ‖Dφ(x)‖ ≤ κ, where ‖ · ‖ is a norm
in Rn. Thus, ‖Dw(x)‖ ≤ κ holds in the viscosity sense. By [18, Proposition 1.14],
w is Lipschitz continuous with the Lipschitz constant κ.

Proof of Proposition 2.2. By assumption we have κ < 1. By Lemma 2.4, both un1
and un2 are uniformly bounded by a constant K > 0 independent of n. By (H4) we
have

Hi(x,Du
n
i (x), 0, 0) ≤ ΘK

in the viscosity sense. By Lemma 2.5, (un1 , u
n
2 ) is equi-Lipschitz continuous. By the

Arzelà-Ascoli theorem, there is a subsequence of (un1 , u
n
2 ) converges uniformly to a
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pair (u, v). By the stability of viscosity solutions, the limit (u, v) is a solution of
(1.1).

Proposition 2.6. The existence of a viscosity solution of (1.9) can be proved by
Perron’s method when (1.5) and b12b21 < 1 hold.

Proof. Taking r > 0, we have{
h1(x, rD(u1/r)) + λ11(x)r(u1/r) + λ12(x)u2 = 0,

h2(x,Du2) + λ22(x)u2 + λ21(x)r(u1/r) = 0.

Let v1 = u1/r, then the pair (v1, u2) satisfies{
h1(x, rDv1) + rλ11(x)v1 + λ12(x)u2 = 0,

h2(x,Du2) + λ22(x)u2 + rλ21(x)v1 = 0.

We take r > b12 > 0. Then

rλ11(x) + λ12(x) > b12λ11(x) + λ12(x) ≥ 0.

By χ < 1, we also have

−rλ21(x)

λ22(x)
≤ rb21 < 1,

when r is close to b12. Then we get λ22(x) + rλ21(x) > 0. Therefore, (1.11) holds
for the pair (v1, u2). The existence of (v1, u2) implies the existence of (u1, u2).

In the following, we write (u1, u2) ≤ (v1, v2) (resp. (u1, u2) ≥ (v1, v2)) if u1 ≤ v1

and u2 ≤ v2 (resp. u1 ≥ v1 and u2 ≥ v2). Same for (u1, u2) < (v1, v2) and
(u1, u2) > (v1, v2).

By [8, Proposition 2.10], we have

Lemma 2.7. Assume (1.5) and b12b21 < 1. Let (ṽ1, ṽ2) (resp. (v̄1, v̄2)) be a contin-
uous subsolution (resp. supersolution) of (1.9), then (ṽ1, ṽ2) ≤ (v̄1, v̄2). Moreover,
the solution of (1.9) is unique.

2.2. Decreasing-decreasing case. In this section, we will prove

Proposition 2.8. The system (1.1) admits viscosity solutions if Hi(x, p, ui, uj)
satisfies (D’) for each i ∈ {1, 2}, and there is µ > 0 as mentioned in Lemma 2.1,
such that (

(1 + ΘµeΘµ)b12 + ΘµeΘµ
) (

(1 + ΘµeΘµ)b21 + ΘµeΘµ
)
< 1. (2.6)

If Hi(x, p, u1, u2) satisfies (D’), the comparison principle does not hold. There-
fore, one can not obtain similar results as in Lemma 2.3 directly.

Lemma 2.9. For each i ∈ {1, 2} and v(x) ∈ C(M), the viscosity solutions of (2.2)
exist. For each viscosity solution u(x) of (2.2), we have

‖u(x)‖∞ ≤ (1 +A)
Hi
λii

+ b̄ij‖v‖∞ +B.

Proof. We first show the existence of viscosity solutions of (2.2). By Proposition
A.4, we tern to consider the following equation

Fi(x,Du, u, v(x)) = 0, (2.7)

where Fi(x, p, ui, uj) := Hi(x,−p,−ui, uj). By the definition of Fi, one can easily
check that ‖Fi(x, 0, 0, 0)‖∞ = ‖Hi(x, 0, 0, 0)‖∞,

Fi(x, p, ui, u)− Fi(x, p, vi, u) ≥ λii(ui − vi), ∀ui ≥ vi, (x, p, u) ∈ T ∗M × R,

Lemma 2.7 below shows that this solution is actually unique.
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and for all (x, v) ∈M × R, ui 6= vi, uj 6= vj ∈ R,∣∣∣∣Fi(x, 0, 0, uj)− Fi(x, 0, 0, vj)uj − vj
· ui − vi
Fi(x, 0, ui, v)− Fi(x, 0, vi, v)

∣∣∣∣ ≤ bij .
By Lemma 2.3, 1

λii
Hi + bij‖v‖∞ (resp. − 1

λii
Hi− bij‖v‖∞) is a supersolution (resp.

subsolution) of (2.7). By Perron’s method, the viscosity solution u− of (2.7) ex-
ists, which implies the existence of viscosity solutions of (2.2) by Proposition A.4.
Moreover, we have ‖u−‖∞ ≤ 1

λii
Hi + bij‖v‖∞. By Proposition A.5, we conclude

that

‖u(x)‖∞ = ‖ − v+‖∞ ≤ (1 + ΘµeΘµ)‖u−‖∞ + CµeΘµ + ΘµeΘµ‖v(x)‖∞

≤ (1+A)(
1

λii
Hi+bij‖v‖∞)+B+A‖v(x)‖∞=(1+A)

Hi
λii

+ b̄ij‖v‖∞+B,

where v+ is a forward weak KAM solution of (2.7).

Lemma 2.10. For n = 1, 2, . . . , we have

‖un1‖∞ ≤ (1 +A)
H1

λ11

n∑
l=0

κ̄l + b̄12(1 +A)
H2

λ22

n−1∑
l=0

κ̄l + (

n∑
l=0

κ̄l + b̄12

n−1∑
l=0

κ̄l)B,

and

‖un+1
2 ‖∞ ≤ (1 +A)

H2

λ22

n∑
l=0

κ̄l + b̄21(1 +A)
H1

λ11

n∑
l=0

κ̄l + (

n∑
l=0

κ̄l + b̄21

n∑
l=0

κ̄l)B.

Proof. We prove by induction. We first prove the Lemma when n = 1. By Lemma
2.9, we have

‖u0
1(x)‖∞ ≤ (1 +A)

H1

λ11
+B,

‖u1
2(x)‖∞ ≤ (1 +A)

H2

λ22
+ b̄21‖u0

1(x)‖∞ +B

≤ (1 +A)
H2

λ22
+ b̄21(1 +A)

H1

λ11
+ (1 + b̄21)B,

‖u1
1(x)‖∞ ≤ (1 +A)

H1

λ11
+ b̄12‖u1

2(x)‖∞ +B

≤ (1 +A)
H1

λ11
(1 + κ̄) + b̄12(1 +A)

H2

λ22
+ (1 + κ̄+ b̄12)B,

‖u2
2(x)‖∞ ≤ (1 +A)

H2

λ22
+ b̄21‖u1

1(x)‖∞ +B

≤ (1 +A)
H2

λ22
(1 + κ̄) + b̄21(1 +A)

H1

λ11
(1 + κ̄) + (1 + κ̄+ b̄21(1 + κ̄))B.

Assume that the assertion holds true for n = k − 1. We prove the Lemma when
n = k. By Lemma 2.9, we have

‖uk1(x)‖∞ ≤ (1 +A)
H1

λ11
+ b̄12‖uk2(x)‖∞ +B

≤ (1 +A)
H1

λ11
(1 + b̄12b̄21

k−1∑
l=0

κ̄l) + b̄12(1 +A)
H2

λ22

k−1∑
l=0

κl
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+ b̄12(

k−1∑
l=0

κ̄l + b̄21

k−1∑
l=0

κ̄l)B +B

= (1 +A)
H1

λ11

k∑
l=0

κ̄l + b̄12(1 +A)
H2

λ22

k−1∑
l=0

κ̄l + (

k∑
l=0

κ̄l + b̄12

k−1∑
l=0

κ̄l)B,

and

‖uk+1
2 (x)‖∞ ≤ (1 +A)

H2

λ22
+ b̄21‖uk1(x)‖∞ +B

≤ (1 +A)
H2

λ22
(1 + b̄21b̄12

k−1∑
l=0

κ̄l) + b̄21(1 +A)
H1

λ11

k∑
l=0

κl

+ b̄21(

k∑
l=0

κ̄l + b̄12

k−1∑
l=0

κ̄l)B +B

= (1 +A)
H2

λ22

k∑
l=0

κ̄l + b̄21(1 +A)
H1

λ11

k∑
l=0

κ̄l + (

k∑
l=0

κ̄l + b̄21

k∑
l=0

κ̄l)B.

The proof is now completed.

By assumption we have κ̄ < 1, both un1 and un2 are uniformly bounded with
respect to n. Similar to the proof of Proposition 2.2, there exists a viscosity solution
of (1.1). The proof of Proposition 2.8 is now complete.

It remains to prove the existence of solutions of (1.1) where (H8) is replaced by
(H2), and (2.6) is replaced by b12b21 < 1. If Hi(x, p, ui, uj) satisfies (H2) instead
of (H8), then Li(x, ẋ, ui, uj) is finite for all ẋ ∈ TxM . If b12b21 < 1, one can take
µ > 0 as mentioned in Lemma 2.1 sufficiently small such that (2.6) holds. The proof
of Theorem 1.3 when both two equations in (1.1) are decreasing in the unknown
function is now complete.

Remark 2.11. It is natural to ask if we can prove the existence of solutions of (1.1)
when χ < 1 and (H8) holds instead of (H2) by modification. Let K > 0, define

HK
i (x, p, ui, uj) = Hi(x, p, ui, uj) + max{|p|2x −K2, 0}.

Denote by (uK1 , u
K
2 ) the solution of (1.1) with Hi equaling HK

i . We hope that
(uK1 , u

K
2 ) uniformly converges as K → +∞. However, the constant B in Lemma

2.10 is not uniformly bounded with respect to K for small µ > 0. We cannot prove
that (uK1 , u

K
2 ) is uniformly bounded.

2.3. Increasing-decreasing case. Without any loss of generality, we assume that
H1(x, p, u1, u2) satisfies (I’) and H2(x, p, u2, u1) satisfies (D’) in this section.

Proposition 2.12. The system (1.1) admits viscosity solutions if there is µ > 0 as
mentioned in Lemma 2.1 such that

b12

(
(1 + ΘµeΘµ)b21 + ΘµeΘµ

)
< 1. (2.8)

Lemma 2.13. For n = 1, 2, . . . , we have

‖un1‖∞ ≤
H1

λ11

n∑
l=0

κ̃l + b12(1 +A)
H2

λ22

n−1∑
l=0

κ̃l + b12B

n−1∑
l=0

κ̃l,
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and

‖un+1
2 ‖∞ ≤ (1 +A)

H2

λ22

n∑
l=0

κ̃l + b̄21
H1

λ11

n∑
l=0

κ̃l +B

n∑
l=0

κ̃l.

The proof of Lemma 2.13 is quite similar to that of Lemmas 2.4 and 2.10, we omit
it here for brevity. By assumption we have κ̃ < 1, both un1 and un2 are uniformly
bounded with respect to n. Similar to the proof of Proposition 2.2, we can prove
Proposition 2.12.

It remains to prove the existence of solutions of (1.1) where (H8) is replaced by
(H2), and (2.8) is replaced by b12b21 < 1. The proof is quite similar to that in
Section 2.2, based on the boundedness of Li(x, ẋ, ui, uj).

The proof of theorem 1.3 is now complete.

3. Proof of Theorem 1.10. The strategy of the proof of Theorem 1.10 is as
follows. We use the vanishing discount method. Let ε > 0, c ∈ R and (uε1, u

ε
2) be a

viscosity solution of{
h1(x,Du1(x)) + Λ1(x)(u1(x)− u2(x)) = c,

h2(x,Du2(x)) + εu2(x) + Λ2(x)(u2(x)− u1(x)) = 0.
(3.1)

Proposition 2.6 and Lemma 2.7 imply the existence and the uniqueness of the
viscosity solution (uε1, u

ε
2) of (3.1). We will prove that εuε2(x) is uniformly bounded

and (uε1, u
ε
2) is equi-Lipschitz continuous for all ε > 0. Then for fixed x0 ∈M , there

exists a sequence εk → 0+ such that the pair (uεk1 (x) − uεk2 (x0), uεk2 (x) − uεk2 (x0))
uniformly converges to a viscosity solution of (1.15) and −εkuεk2 (x0)→ α(c) ∈ R.
Step 1. We first prove that for given c ∈ R, there is a unique constant α(c) ∈ R
such that (1.15) admits viscosity solutions. Without any loss of generality, we may
assume c = 0 after a translation.

Lemma 3.1. The family {εuε2(x)}ε>0 is uniformly bounded with respect to ε.

Proof. Let x1 be a minimum point of uε1(x). Let x2 be a minimum point of uε2(x).
By Lemma 2.5, since (uε1, u

ε
2) is bounded for fixed ε > 0, uεi is Lipschitz continuous.

Then uεi is semiconcave for each i ∈ {1, 2} by [6, Theorem 5.3.7]. Therefore, for
each i ∈ {1, 2}, uεi is differentiable at xi, and Duεi (xi) = 0. Plugging into (3.1) we
have

h1(x1, 0)+Λ1(x1)(uε1(x2)−uε2(x2)) ≥ h1(x1, 0)+Λ1(x1)(uε1(x1)−uε2(x1)) = 0, (3.2)

and

h2(x2, 0) + εuε2(x2) + Λ2(x2)(uε2(x2)− uε1(x2)) = 0. (3.3)

Multiplying (3.2) with Λ2(x2)/Λ1(x1) and adding with (3.3), we get

Λ2(x2)

Λ1(x1)
h1(x1, 0) + h2(x2, 0) + εuε2(x2) ≥ 0,

which implies

εuε2(x) ≥ εuε2(x2) ≥ −(ι‖h1(x, 0)‖∞ + ‖h2(x, 0)‖∞).

where ι := maxx∈M Λ2(x)/minx∈M Λ1(x).
Since both uε1 and uε2 are semiconcave, for all ε > 0 and each i ∈ {1, 2}, there is

a point yi such that uεi is differentiable at yi, and

uεi (yi) ≥ max
x∈M

uεi (x)− ε.
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Plugging into (3.1) we have

h1(y1, Du
ε
1(y1)) + Λ1(y1)(uε1(y2)− uε2(y2))

≤ h1(y1, Du
ε
1(y1)) + Λ1(y1) max

x∈M
uε1(x)− Λ1(y1)(uε2(y1)− ε)

≤ h1(y1, Du
ε
1(y1)) + Λ1(y1)(uε1(y1)− uε2(y1)) + 2Λ1(y1)ε = 2Λ1(y1)ε,

(3.4)

and
h2(y2, Du

ε
2(y2)) + εuε2(y2) + Λ2(y2)(uε2(y2)− uε1(y2)) = 0. (3.5)

Multiplying (3.4) with Λ2(y2)/Λ1(y1) and adding with (3.5), we get

Λ2(y2)

Λ1(y1)
h1(y1, Du

ε
1(y1)) + h2(y2, Du

ε
2(y2)) + εuε2(y2) ≤ 2Λ2(y2)ε,

which implies

εuε2(x)≤εmax
x∈M

uε2(x)≤ ι
∣∣∣∣ min
(x,p)∈T∗M

h1(x, p)

∣∣∣∣+∣∣∣∣ min
(x,p)∈T∗M

h2(x, p)

∣∣∣∣+(2‖Λ2(x)‖∞+ε)ε.

Let ε→ 0+, we get

εuε2(x) ≤ ι
∣∣∣∣ min
(x,p)∈T∗M

h1(x, p)

∣∣∣∣+

∣∣∣∣ min
(x,p)∈T∗M

h2(x, p)

∣∣∣∣ .
By (h1), min(x,p)∈T∗M hi(x, p) is finite for each i ∈ {1, 2}. Therefore, εuε2(x) is
uniformly bounded with respect to ε.

Lemma 3.2. Both uε1 and uε2 are equi-Lipschitz continuous with respect to ε.

Proof. Multiplying the first equality of (3.1) with Λ2(x)/Λ1(x) and adding with the
second equality of (3.1), we get

Λ2(x)

Λ1(x)
h1(x,Duε1(x)) + h2(x,Duε2(x)) = −εuε2(x),

which implies

h1(x,Duε1(x)) ≤ ι̃
(
ι‖h1(x, 0)‖∞ + ‖h2(x, 0)‖∞ +

∣∣∣∣ min
(x,p)∈T∗M

h2(x, p)

∣∣∣∣) ,
and

h2(x,Duε2(x)) ≤ ι‖h1(x, 0)‖∞ + ‖h2(x, 0)‖∞ + ι

∣∣∣∣ min
(x,p)∈T∗M

h1(x, p)

∣∣∣∣ ,
where ι̃ := maxx∈M Λ1(x)/minx∈M Λ2(x). Thus, both uε1 and uε2 are equi-Lipschitz
continuous with respect to ε according to Lemma 2.5.

Fix x0 ∈M and define {
ũε1(x) = uε1(x)− uε2(x0),

ũε2(x) = uε2(x)− uε2(x0).

The pair (ũε1, ũ
ε
2) satisfies{

h1(x,Dũε1(x)) + Λ1(x)(ũε1(x)− ũε2(x)) = 0,

h2(x,Dũε2(x)) + εũε2(x) + Λ2(x)(ũε1(x)− ũε2(x)) + εuε2(x0) = 0.

Since ‖Duε1‖∞ is uniformly bounded almost everywhere, according to the first e-
quality of (3.1), ũε1(x0) = uε1(x0) − uε2(x0) is uniformly bounded with respect to ε.
We also have ũε2(x0) = 0. Thus, both ũε1(x) and ũε2(x) are uniformly bounded and
equi-Lipschitz continuous with respect to ε. We have also proved that −εuε2(x0) is
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bounded. Therefore, there exists a sequence εk → 0+ such that the pair (ũεk1 , ũ
εk
2 )

converges to (u, v) uniformly, and −εkuεk2 (x0) converges to a constant d0 ∈ R. Ac-
cording to the stability of viscosity solutions, the limit (u, v) is a viscosity solution
of (1.15) with c = 0 and α(c) = d0.

We now prove that d0 is the unique constant such that (1.15) admits solutions.
Here we still set c = 0. Assume there are two different constants d1 < d2 such that
(1.15) has a solution (u1, u2) (resp. (v1, v2)) with α(c) = d1 (resp. α(c) = d2).
When ε > 0 is small enough, we have d1 + εu2 ≤ d2 + εv2. Noticing that for k ∈ R,
the pair (u1 + k, u2 + k) also solves (1.15) with c = 0 and α(c) = d1. Let k > 0
large enough, we may assume (v1, v2) < (u1, u2). We get{

h1(x,Du1) + Λ1(x)(u1 − u2) = 0,

h2(x,Du2) + εu2 + Λ2(x)(u2 − u1) = d1 + εu2 ≤ d2 + εv2.

According to Lemma 2.7, we have (u1, u2) ≤ (v1, v2), which contradicts (v1, v2) <
(u1, u2).
Step 2. We now prove the properties of the function α(c). Let (uε,c1 , uε,c2 ) be the
viscosity solution of (3.1). We take c1 > c2. By Lemma 2.7, uε,c12 ≥ uε,c22 . By
Step 1, α(c) is the limit of a converging sequence −εkuεk,c2 (x). Therefore, we have
α(c1) ≤ α(c2). Define

K1 :=
maxx∈M Λ2(x) + ε

εminx∈M Λ1(x)
(c1 − c2), K2 :=

maxx∈M Λ2(x)

εminx∈M Λ1(x)
(c1 − c2).

Then we have
h1(x,Duε,c11 ) + Λ1(x)

(
(uε,c11 −K1)− (uε,c12 −K2)

)
= c1 + Λ1(x)(K2 −K1) ≤ c2,

h2(x, uε,c12 ) + (Λ2(x) + ε)(uε,c12 −K2)− Λ2(x)(uε,c11 −K1)

= Λ2(x)(K1 −K2)− εK2 ≤ 0.

which implies uε,c12 − uε,c22 ≤ K2 by Lemma 2.7. Consider the following identity

α(c1)− α(c2) = [α(c1) + εuε,c12 ] + [εuε,c22 − εuε,c12 ]− [εuε,c22 + α(c2)].

Since both εuε,c12 and εuε,c22 are sequentially compact, there is a sequence εk → 0+

such that εku
εk,c1
2 tends to −α(c1) and εku

εk,c2
2 tends to −α(c2). For each ε > 0,

we have

εuε,c22 − εuε,c12 ≥ −εK2 = −maxx∈M Λ2(x)

minx∈M Λ1(x)
(c1 − c2).

We conclude that

−maxx∈M Λ2(x)

minx∈M Λ1(x)
(c1 − c2) ≤ α(c1)− α(c2) ≤ 0, ∀c1 > c2.

At last, we prove Corollary 1.11. When Λ1(x) and Λ2(x) are constants, we have
uε,c12 − uε,c22 = K2 with K2 = Λ2

εΛ1
(c1 − c2). Therefore, the function α(c) is linear,

with the slope −Λ2/Λ1.

Remark 3.3. In the proof of Theorem 1.10, we showed that there is a sequence
εk → 0+ such that (ũεk1 , ũ

εk
2 ) converges. Without any loss of generality, we assume

c = α(c) = 0 up to a translation. Let (uε1, u
ε
2) be the viscosity solution of (3.1)

with c = 0. It is natural to ask whether (uε1, u
ε
2) converges to a viscosity solution of

(1.15) uniformly as ε→ 0+. The situation here is different from that in the previous
works on the vanishing discount problem. The discounted term εu2 only appears in
the second equation. Since we are not dealing with the vanishing discount problem
in this paper, we will not discuss this problem here.
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Appendix A. Single Hamilton-Jacobi equations. Assume that Hi : T ∗M ×
R2 → R satisfies (H1)(H3)(H4)(H8) for each i ∈ {1, 2}. Taking v ∈ C(M). We
collect some facts given by [24] in view of the Hamiltonian defined by

H(x, p, u) := Hi(x, p, u, v(x))

for sake of completeness. In fact, if Hi(x, p, ui, uj) satisfies (H1)(H3)(H4)(H8), then
H(x, p, u) satisfies the basic assumptions in [24], i.e. continuous in (x, p, u), convex
and coercive in p, and uniformly Lipschitz continuous in u. Correspondingly, one
has the Lagrangian associated to H:

L(x, ẋ, u) := sup
p∈T∗

xM
{〈ẋ, p〉x −H(x, p, u)}.

Remark A.1. The Lagrangian L(x, ẋ, u) equals to Li(x, ẋ, u, v(x)), where Li is
defined in (2.1). One can check that Li(x, ẋ, ui, uj) is also uniformly Lipschitz
continuous in uj with the Lipschitz constant Θ. Let δ > 0 and C > 0 be the
constants defined in Lemma 2.1, then

L(x, ẋ, 0) = Li(x, ẋ, 0, v(x)) ≤ C + Θ‖v(x)‖∞, ∀(x, ẋ) ∈M × B̄(0, δ).

Proposition A.2. [24, Theorem 1] The backward solution semigroup

T−t ϕ(x) = inf
γ(t)=x

{
ϕ(γ(0)) +

∫ t

0

L(γ(τ), γ̇(τ), T−τ ϕ(γ(τ)))dτ

}
is well-defined. The infimum is taken among absolutely continuous curves γ :
[0, t]→M with γ(t) = x. If ϕ is continuous, then u(x, t) := T−t ϕ(x) represents the
unique continuous viscosity solution of (1.14). Define the forward solution semi-
group by T+

t ϕ := −T̄−t (−ϕ), where T̄−t be the backward solution semigroup corre-
sponding to L(x,−ẋ,−u).

Following Fathi [12], we introduce the forward weak KAM solutions.

Definition A.3. A function u+ ∈ C(M) is called a forward weak KAM solution
of (1.12) if −u+ is a viscosity solution of

H(x,−Du(x),−u(x)) = 0. (A.1)

Proposition A.4. [24, Theorem 3] Assume there is a viscosity solution u− of
(1.12), then T+

t u− is nonincreasing in t, and converges to u+ uniformly. Thus, the
existence of viscosity solutions of (A.1) is equivalent to the existence of viscosity
solutions of (1.12). Moreover, the projected Aubry set with respect to u−

Iu− := {x ∈M : u− = lim
t→+∞

T+
t u−}

is nonempty.

In the following, we assume that Hi(x, p, u, uj) is strictly increasing in u, then so
is H(x, p, u). If there exists a viscosity solution u− of (1.12), then by [7, Theorem
3.2], it is unique.

Proposition A.5. Let v+ be a forward weak KAM solution of (1.12), then the set

Iv+ := {x ∈M : v+(x) = u−(x)}
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is nonempty. Moreover, we have

u−(y)− (C + Θ‖v(x)‖∞ + Θ‖u−‖∞)µeΘµ ≤ v+(x) ≤ u−(x), y ∈ Iv+ .

where C > 0 and µ > 0 are constants given in Lemma 2.1.

Proof. Since u− is unique, by Proposition A.4, u− = limt→+∞ T−t v+ for each for-
ward weak KAM solution v+, and Iv+ is nonempty.

Since v+ ≤ u−, we only need to show that v+ has a lower bound. We take y ∈ Iv+
and x ∈ M , then v+(y) = u−(y). Let α : [0, µ] → M be a geodesic satisfying
α(0) = x and α(µ) = y with constant speed, then ‖α̇‖ ≤ δ. If v+(x) ≥ u−(y), then
the proof is finished. If v+(x) < u−(y), since v+(y) = u−(y), there is σ ∈ (0, µ] such
that v+(α(σ)) = u−(y) and v+(α(s)) < u−(y) for all s ∈ [0, σ). By [15, Proposition
2.5], we have

v+(α(σ))− v+(α(s)) ≤
∫ σ

s

L(α(τ), α̇(τ), v+(α(τ)))dτ,

which implies

u−(y)− v+(α(s)) ≤
∫ σ

s

L(α(τ), α̇(τ), v+(α(τ)))dτ

≤
∫ σ

s

L(α(τ), α̇(τ), u−(y))dτ + Θ

∫ σ

s

(u−(y)− v+(α(τ)))dτ

≤ L0µ+ Θ

∫ σ

s

(u−(y)− v+(α(τ)))dτ,

where

L0 := C + Θ‖v(x)‖∞ + Θ‖u−‖∞.

Define G(σ − s) := u−(y)− v+(α(s)), then

G(σ − s) ≤ L0µ+ Θ

∫ σ−s

0

G(τ)dτ.

By the Gronwall inequality we get

u−(y)− v+(α(s)) ≤ L0µe
Θ(σ−s) ≤ L0µe

Θµ, ∀s ∈ [0, σ).

Therefore v+(x) ≥ u−(y)− L0µe
Θµ.

Appendix B. Proof of Theorem 1.8. Let (u1, u2) be the solution of (1.13). We
take r > b12 > 0 to be close to b12. Define v1 = u1/r, then the pair (v1, u2) satisfies{

∂tv1 + r−1h1(x, rDv1) + λ11(x)v1 + r−1λ12(x)u2 = 0,

∂tu2 + h2(x,Du2) + λ22(x)u2 + rλ21(x)v1 = 0.

Similar to Proposition 2.6, we get λ11(x)+r−1λ12(x) > 0 and λ22(x)+rλ21(x) > 0.
In all the following proofs, we always assume (1.11), since u1 = rv1, r > 0 and
(v1, u2) satisfies (1.9) with (1.11) holds. If (v1, u2) converges as t → +∞, then
(u1, u2) also converges. The proofs of Lemmas B.1 and B.2 are standard, for similar
results, one can refer to [9, Appendix A.1]. It is worth mentioning that Lemmas
B.1 and B.2 also hold when χ ≤ 1.
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Lemma B.1. Assume (h1) (1.5) and χ < 1. For each T > 0, let (u1, u2) (resp.
(v1, v2)) be a bounded u.s.c. subsolution (resp. bounded l.s.c. supersolution) of

∂tui + hi(x,Dui) +

2∑
j=1

λij(x)uj = 0, i ∈ {1, 2}, (x, t) ∈M × (0, T ) (B.1)

with (u1(x, 0), u2(x, 0)) ≤ (ϕ1, ϕ2) (resp. (v1(x, 0), v2(x, 0)) ≥ (ϕ1, ϕ2)). If either
(u1, u2) or (v1, v2) is Lipschitz continuous, then ui ≤ vi for i ∈ {1, 2}.

Proof. The proof is a standard doubling variable method. We argue by contradic-
tion. Assume maxi∈{1,2}max(x,t)∈M×[0,T ](ui(x, t) − vi(x, t)) > 0. Then there is a
small constant η > 0 such that

M̄ := max
i∈{1,2}

max
(x,t)∈M×[0,T ]

(ui(x, t)− ηt− vi(x, t)) > 0.

This maximum can be attained at (x0, t0, i0) with t0 ∈ (0, T ], since M × [0, T ] is
compact, and ui(x, 0) ≤ vi(x, 0) for i = 1, 2. Choosing a chart around x0, we can
assume x0 = 0 and that M is an open bounded subset U of Rn. Define

Ψ(x, y, t, s, j) = uj(x, t)− vj(y, s)−
|x− y|2

2α
− |t− s|

2

2µ
− |x|2 − ηt,

where α and µ are positive constants. In the following, we are going to take α, µ→ 0.
The function Ψ(x, y, s, t, j) is upper-semicontinuous, then the maximum of Ψ can
be achieved at (x̄, ȳ, s̄, t̄, j̄) ∈ Ū × Ū × [0, T ]× [0, T ]× {1, 2}. By

Ψ(x̄, ȳ, t̄, s̄, j̄) ≥ Ψ(0, 0, t0, t0, i0) = M̄, (B.2)

we get that |x̄−ȳ|
2

2α and |t̄−s̄|
2

2µ are bounded, which implies |x̄− ȳ| → 0 and |t̄− s̄| → 0

as α → 0 and µ → 0. We now show that x̄ → 0 and ȳ → 0. Otherwise, there are
sequences αn → 0 and µn → 0 such that x̄ → z, ȳ → z, z 6= 0, t̄ → τ and s̄ → τ .
By the semi-continuity of (u1, u2) and (v1, v2), for αn and µn small enough, we get

uj̄(x̄, t̄)−vj̄(ȳ, s̄)−
|x̄− ȳ|2

2α
−|t̄− s̄|

2

2µ
−|x̄|2−ηt̄ ≤ uj̄(z, τ)−vj̄(z, τ)−|z|2−ητ+ε < M̄,

where ε > 0 is small. This contradicts (B.2). Thus, x̄ and ȳ are contained in the
open set U for α and µ small enough.

Since (u1, u2) is a subsolution, we get

t̄− s̄
2µ

+ hj̄(x̄, p̄+ 2x̄) +
2∑
k=1

λj̄k(x̄)uk(x̄, t̄) ≤ −η.

Since (v1, v2) is a supersolution, we get

t̄− s̄
2µ

+ hj̄(ȳ, p̄) +

2∑
k=1

λj̄k(ȳ)vk(ȳ, s̄) ≥ 0.

Here we set p̄ = x̄−ȳ
α . Subtracting the above two inequalities, we get

hj̄(x̄, p̄+ 2x̄)− hj̄(ȳ, p̄) +

2∑
k=1

(λj̄k(x̄)uk(x̄, t̄)− λj̄k(ȳ)vk(ȳ, s̄)) ≤ −η. (B.3)

Since uj̄(x̄, t̄)− vj̄(ȳ, s̄) ≥ Ψ(x̄, ȳ, t̄, s̄, j̄) > 0, we get

2∑
k=1

λj̄k(x̄)uk(x̄, t̄) ≥
2∑
k=1

λj̄k(x̄)vk(ȳ, s̄).
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Note that x̄→ 0, ȳ → 0, and (u1, u2) is bounded. If p̄ is bounded, we can let α→ 0
and µ→ 0 in (B.3) to get 0 ≤ −η. This leads to a contradiction.

It remains to prove that p̄ is bounded. We take x = y = x̄, t = t̄ and s = s̄ in Ψ,
then

uj(x̄, t̄)−vj(x̄, s̄)−
|t̄−s̄|2

2µ
−|x̄|2−ηt̄ ≤ uj(x̄, t̄)−vj(ȳ, s̄)−

|x̄−ȳ|2

2α
−|t̄− s̄|

2

2µ
−|x̄|2−ηt̄,

which implies
|x̄− ȳ|2

2α
≤ vj(x̄, s̄)− vj(ȳ, s̄).

Now we assume that (v1, v2) is Lipschitz continuous. Let κ be the Lipschitz constant
of (v1, v2). Then

|x̄− ȳ|2

2α
≤ κ|x̄− ȳ|.

We conclude that

|p̄| = |x̄− ȳ|
α

≤ 2κ.

The proof is now complete.

Lemma B.2. Assume (h1) and χ < 1. For all (ϕ1, ϕ2) ∈ C(M,R2), the viscosity
solution (u1, u2) of (1.13) exists. It is unique and uniformly bounded for all t > 0.
If the initial function (ϕ1, ϕ2) is Lipschitz continuous, (u1, u2) is equi-Lipschitz
continuous for (x, t) ∈M × [0,+∞).

Proof. We first assume that (ϕ1, ϕ2) is of class C1. We first show the existence of
(u1, u2) by Perron’s method. Define

K3 := max
i∈{1,2}

{|hi(x, p)| : x ∈M, |p| ≤ ‖Dϕi‖∞},

and

K4 := K3 + max
i∈{1,2}

2∑
j=1

λij(x)‖ϕj(x)‖∞.

By (1.11), (ϕ1 +K4t, ϕ2 +K4t) (resp. (ϕ1−K4t, ϕ2−K4t)) is a supersolution (resp.
subsolution) of (B.1). For each T > 0, we define a family of subsolutions

S := {(w1, w2) :

(w1, w2) is a subsolution of (B.1) with (w1, w2) ≤ (ϕ1 +K4t, ϕ2 +K4t)}.

By [16, Theorem 3.3], the pair (u1, u2) with component

ui(x, t) := sup
(w1,w2)∈S

wi(x, t)

is a solution of (1.13).
By Proposition 2.6 and Lemma 2.7, (1.9) has a unique solution when χ < 1.

Let (v1, v2) be the solution of (1.9). By (h1) and Lemma 2.5, (v1, v2) is Lipschitz
continuous. By (1.11), we can take K5 > 0 large enough such that (v1+K5, v2+K5)
(resp. (v1 −K5, v2 −K5)) is a supersolution (resp. subsolution) of (B.1). Then by
Lemma B.1, we have (v1 − K5, v2 − K5) ≤ (u1, u2) ≤ (v1 + K5, v2 + K5), which
implies that (u1, u2) is uniformly bounded.

Now we prove the regularity of (u1, u2). For each h > 0, we define

w̄i(x, t) =

{
ϕi(x)−K4t, 0 ≤ t ≤ h
ui(x, t− h)−K4h, t > h.
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For t < h, (w̄1, w̄2) is a classical subsolution. Since (ϕ1−K4t, ϕ2−K4t) ≤ (u1, u2) ≤
(ϕ1 +K4t, ϕ2 +K4t), there is no smooth function supertangent to (w̄1, w̄2) at t = h
unless (w̄1, w̄2) is differentiable at t = h. Thus, (w̄1, w̄2) is a subsolution for t ≤ h.
For t > h, by (1.11) we have

∂tw̄i + hi(x,Dw̄i) +

2∑
j=1

λij(x)w̄j(x)

= ∂tui(x, t− h) + hi(x,Dui(x, t− h)) +

2∑
j=1

λij(x)(uj(x, t− h)−K4h)

≤ ∂tui(x, t− h) + hi(x,Dui(x, t− h)) +

2∑
j=1

λij(x)uj(x, t− h) = 0

in the viscosity sense. Thus, (w̄1, w̄2) is a subsolution of (B.1) with w̄i(x, 0) = ϕi(x).
Since (u1, u2) is the supremum of S, we have

w̄i(x, t+ h) = ui(x, t)−K4h ≤ ui(x, t+ h).

Therefore, we have ∂tui ≥ −K4. By (B.1), (h1), Lemma 2.5 and the uniform bound-
edness of (u1, u2), we obtain that ‖Dui‖∞ is uniformly bounded almost everywhere.
Then ‖∂tui‖∞ is uniformly bounded almost everywhere.

The uniqueness of the solution of (1.13) when the initial function is of class C1

is given by Lemma B.1. Now we consider the existence and uniqueness of (1.13)
when (ϕ1, ϕ2) is continuous. Let (ϕ1, ϕ2) be continuous. Then there is a sequence
of smooth functions (ϕn1 , ϕ

n
2 ) uniformly converges to (ϕ1, ϕ2). We have known that

the solution (un1 , u
n
2 ) of (B.1) with the initial function equaling (ϕn1 , ϕ

n
2 ) is unique

and Lipschitz continuous. For n1 and n2 ∈ N, define

K6 := max
i
‖ϕn1

i − ϕ
n2
i ‖∞.

The pair (un1
1 −K6, u

n1
2 −K6) is a subsolution of (B.1) with initial function smaller

than (ϕn2
1 , ϕn2

2 ). By Lemma B.1, for each i ∈ {1, 2}, we have

un1
i −K6 ≤ un2

i .

Exchanging n1 and n2, we get

‖un1
i − u

n2
i ‖∞ ≤ K6.

Therefore, (un1 , u
n
2 ) is a Cauchy sequence, and uniformly converges to a continuous

function (u1, u2). By the stability of viscosity solutions, (u1, u2) is a solution of
(1.13). Define

K7 := max
i
‖ϕi − ϕni ‖∞.

By the Lipschitz continuity of (un1 , u
n
2 ), for all solutions (u1, u2) of (1.13), we have

uni −K7 ≤ ui,

and

ui −K7 ≤ uni ,
which implies

‖ui − uni ‖∞ ≤ K7.

Thus, the solution of (1.13) is unique. When (ϕ1, ϕ2) is Lipschitz continuous, we
can take an equi-Lipschitz continuous sequence (ϕn1 , ϕ

n
2 )→ (ϕ1, ϕ2). Then (un1 , u

n
2 )
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is equi-Lipschitz continuous by the argument above. We then get the Lipschitz
continuity of (u1, u2).

Now we consider the large time behavior of solution of (1.13). Assume that
(ϕ1, ϕ2) is Lipschitz continuous. For each i ∈ {1, 2}, define

ϕ̌i(x) = lim inf
t→+∞

ui(x, t),

and

Vi(x, t) = inf
s≥0

ui(x, t+ s).

By [15, Lemma 3.1], the pair (V1(x, t), V2(x, t)) is a supersolution of (B.1). By def-
inition, (V1(x, t), V2(x, t)) is nondecreasing in t. Then the pointwise limit ϕ̌i(x) :=
limt→+∞ Vi(x, t) exists. By the equi-Lipschitz continuity of (u1, u2), (ϕ̌1, ϕ̌2) is
continuous. By Dini’s theorem, the limit procedure is uniform. By the stability of
viscosity solutions, (ϕ̌1, ϕ̌2) is a supersolution of (1.9). Similarly, define

ϕ̂i(x) = lim sup
t→+∞

ui(x, t),

then (ϕ̂1, ϕ̂2) is a subsolution of (1.1). By definition, (ϕ̌1, ϕ̌2) ≤ (ϕ̂1, ϕ̂2). By
Lemma 2.7, (ϕ̂1, ϕ̂2) ≤ (v1, v2) ≤ (ϕ̌1, ϕ̌2), which implies

lim
t→+∞

ui(x, t) = vi(x).

The convergence above is uniform for each i ∈ {1, 2}.
For continuous initial function, let (u−1 , u

−
2 ) (resp. u+

1 , u
+
2 ) be the unique solution

of (B.1) with constant initial function (−‖ϕ1‖∞,−‖ϕ2‖∞) (resp. (‖ϕ1‖∞, ‖ϕ2‖∞)).
Then (u−1 , u

−
2 ) ≤ (u1, u2) ≤ (u+

1 , u
+
2 ). We have shown that

lim
t→+∞

u±i (x, t) = vi(x)

for each i, then

lim
t→+∞

ui(x, t) = vi(x).

The convergence above is uniform for each i ∈ {1, 2}.
The proof is now complete.
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